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Figure 1: Illustrating the positions of physical thermal actuators and a visual heat source in VR. It indicates a possible discrepancy
between the perceived location of the thermal stimulus and its actual location, influenced by the presence of visual cues.

ABSTRACT
Advancements in haptics for Virtual Reality (VR) increased the
quality of immersive content. Particularly, recent efforts to provide
realistic temperature sensations have gained traction, but most
often require very specialized or large complex devices to create
precise thermal actuations. However, being largely detached from
the real world, such a precise correspondence between the physical
location of thermal stimuli and the shown visuals in VR might not
be necessary for an authentic experience. In this work, we con-
tribute the findings of a controlled experiment with 20 participants,
investigating the spatial localization accuracy of thermal stimuli
while having matching and non-matching visual cues of a virtual
heat source in VR. Although participants were highly confident
in their localization decisions, their ability to accurately pinpoint
thermal stimuli was notably deficient.
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1 INTRODUCTION
The use of Virtual Reality (VR) technology has grown exponen-
tially, offering users immersive experiences that combine visual,
auditory, and ever improving haptic cues. However, while the visual
and auditory features for VR have advanced significantly, haptic
experiences remain challenging and researchers are investigating
novel physical actuation methods for VR in order to bring us closer
to the vision of an ultimate display [68].
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In particular, one haptic feature that has received increasing
attention in the field of Human-Computer Interaction (HCI) is tem-
perature. Novel interaction concepts and techniques to create au-
thentic temperature sensations in VR are most often leveraged
through thermoelectric devices [6, 13, 40, 57, 58, 72, 74] or other air-
or fluid-based actuators [23, 27, 30, 76]. As such, achieving seamless
congruence between haptic and visual sensations has been the focus
of HCI research to provide realistic experiences. However, achiev-
ing such congruence typically necessitates specialized setups, often
leading to large and cumbersome devices that may negatively affect
the applicability and wearability, especially in highly motion-based
VR experiences. Yet, while the perceptional process of temperature
sensation is complex and affected by various factors, such as the
location, applied temperature, and duration of thermal actuation
on the body [9, 34], the human thermal perception is also inher-
ently inaccurate [9, 19], offering opportunities for less stringent
congruency between thermal and visual stimuli, particularly when
being disconnected from reality in a virtual environment.

In this work, we examined the accuracy of determining the loca-
tion of thermal stimuli in dependency to presented visual cues in VR.
Through a controlled experiment (N=20), we discovered significant
discrepancies in the localization ability for physical thermal stimuli
influenced by the depicted visual cues. We contribute by assessing
the accuracy of locating thermal stimuli on different positions of
the arm and provide the deviation ranges that still maintained au-
thenticity of the thermal feedback within VR. To further underline
the significance of this work, we conclude by discussing the im-
plications of our findings and how they can inform the design of
future thermal feedback.

2 RELATEDWORK
This section outlines thermal feedback in HCI and their interdepen-
dencies with visual perception, particularly in VR.

2.1 Thermal Feedback in HCI, AR, and VR
Thermal feedback in HCI has been applied in a variety of scenarios
to enhance user experiences. Examples include applying tempera-
ture to tangibles [4, 48], mobile devices [33, 73, 74], media [1, 25],
accessories [54, 61, 80], assistive aids [53, 70], cars [11, 12, 51], as
well as the augmentation of public spaces [52], actuating almost ev-
ery body part, such as the hand [6, 32, 44, 47, 78], wrist [50, 66, 74],
arm [23, 43, 45, 46, 70], feet [18], head or neck [27, 58–60, 76], upper
body [13, 23, 63], and other body parts [37].

Particularly, Augmented Reality (AR) and VR research is increas-
ingly incorporating thermal feedback to provide authentic tem-
perature sensations. Besides non-contact-based approaches where
thermal feedback is coming mostly from stationary sources, such as
heatlamps [27, 30, 32, 78], fans [30, 76], or heating units [63], a large
body of research investigated contact-based approaches. In these
cases, thermal stimuli are applied directly to a user’s body, typically
by utilizing thermoelectric Peltier elements (e.g., [6, 39, 44, 56–
59, 66]), liquid-based systems (e.g., [20, 23, 45]), or through stim-
ulating the trigeminal nerve with chemicals [5]. Combined, these
investigations emphasize the value of integrating thermal stimula-
tion into VR, illustrating its significance in enhancing immersion,
presence, and realism.

2.2 Effects between Thermal and Visual
Perception

Most of the aforementioned AR and VR-based research has con-
centrated on specific applications of thermal feedback, primarily
examining situations where thermal feedback and visual cues in VR
are spatially congruent, or how thermal feedback can enhance the
quality of virtual content. However, limited investigation has been
conducted regarding the degree of congruence required between
thermal stimuli and visual cues for the experience to be perceived
as authentic.

Thermal perception is complex and closely tied to the varying
sensitivities of different body parts [9, 49]. Research found that local-
izing temperature sensations is inherently inaccurate, for example,
due to phenomena like thermal summation and referral [21, 55]
where multiple temperature sources can be perceived as a sin-
gle entity, similar to tactile phantom sensations [2, 15]. However,
psycho-physiological studies often presented participants with ex-
plicit visual cues of the heat sources or omitted any visual cues to
describe thermal stimulus locations.

In the domains of AR and VR, however, unfamiliar and incon-
gruent situations between physical sensations and virtual environ-
ments are feasible. By deliberately creating discrepancies between
the physically actuated location and the virtual scene, researchers
have found ways to manipulate human perception. For instance,
haptic retargeting techniques manipulate the virtual position of
an arm towards a single haptic proxy-object that provides a tac-
tile surface for multiple virtual objects, while maintaining genuine
experiences [3, 7, 42, 79]. Similar research confirmed these observa-
tions for audio-visual incongruities in VR [38], further supporting
the dominance of visuals [17].

Recent research suggested that this visual dominance is also
prevalent when perceiving temperature. Studies have demonstrated
that altering the body temperature and illusions of thermal stimuli
can be achieved solely through virtual images that generate strong
thermal expectations, such as fire and ice, without any physical
sensation [16, 36, 41, 69, 71]. Conversely, incorporating physical
thermal feedback into virtual experiences was identified as the
dominant factor in the perception of temperature and temperature
changes with significant influences on user comfort, presence, and
even reaction times [4, 23, 77].

However, the extent to which spatial congruence between ther-
mal stimuli and visual cues is essential for an authentic VR experi-
ence remains underexplored. Therefore, our research investigated
the effects of thermal and visual location mismatches in virtual
environments and the extent to which participants can detect these
mismatches while still maintaining a realistic experience.

3 METHODOLOGY
We investigated the following research questions:

RQ1 To what extent can users precisely determine the local-
ization of thermal stimuli in the presence of congruent and
incongruent visual cues in VR?

RQ2 Towhat extent do visual cues in VR affect the temperature
perception?
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Figure 2: The experimental setup showing (a) a single thermoelectric actuator embedded into a 3D-printed housing (without
the attached passive cooler), (b) a user wearing the apparatus, and (c) a participant during the study (passive coolers attached).

3.1 Study Design and Task
We defined two independent variables (IVs) for the experiment:
(1) the thermal location and (2) visual location. Both IV con-
sisted of eight locations plus a no-haptics and a no-visual baseline
respectively ( 𝑡𝑛𝑜 and 𝑣𝑛𝑜 ). In both cases, there was one location
on the hand ( 𝑡ℎ𝑎𝑛𝑑 and 𝑣ℎ𝑎𝑛𝑑 ), four on the lower arm ( 𝑡𝑙𝑜1, 𝑡𝑙𝑜2,
𝑡𝑙𝑜3, 𝑡𝑙𝑜4, 𝑣𝑙𝑜1, 𝑣𝑙𝑜2, 𝑣𝑢𝑝1, and 𝑣𝑙𝑜4) and three on the upper arm (
𝑡𝑢𝑝1, 𝑡𝑢𝑝2, 𝑡𝑢𝑝3, 𝑣𝑢𝑝1, 𝑣𝑢𝑝2, and 𝑣𝑢𝑝3). The thermal locations
were placed directly on the participant’s arm using thermoelectric
Peltier elements, while the visual locations were rendered at
equivalent positions on the virtual avatar (cf. Section 3.3). In total,
this resulted in 9 × 9 = 81 conditions. To reduce carry-over effects,
the condition order was randomized for each participant. As the
task, participants were instructed to determine the location of the
thermal stimuli while being presented with the visual cues in VR
on a self-assertion graph, as illustrated in the concept Figure 1.

3.2 Dependent Variables (DV)
We employed a self-assertion graph for the localization of the ther-
mal locations (Figure 3b). On this graph, participants had to
specify the location on their arm where the thermal stimulus was
perceived. While it was technically feasible to directly indicate the
thermally actuated spot on the virtual or physical arm, we chose
self-assertion on a virtual screen to prevent participants from se-
lectively choosing the last visually stimulated spot or inadvertently
touching their real arm, potentially sensing the attached actuators.
Additionally, participants were asked to indicate the confidence
of their answer on another scale from 1 not confident to 7 very
confident and to judge the matching of the thermal location and
the visual location from 1 not matching to 7 completely matching.

Further, we asked for the perceived temperature on a scale
from 1 colder, 2 neutral, 3 warmer up to 7 very hot, even though
the applied temperature was consistent during all conditions (not
disclosed to participants). In a last question, we asked to rate the
pleasantness on a scale from 1 not pleasant to 7 very pleasant.

3.2.1 Post-Questionnaire. After the experiment, we asked partic-
ipants to answer a final survey assessing the overall confidence
in locating the thermal stimuli, whether the thermal stimuli were
appropriate, as well for the pleasantness and enjoyment of the
feedback. In addition, participants could comment on positive and
negative aspects in free text fields and by providing verbal feedback.

3.3 Apparatus and Setup
We designed an arm-worn prototype with eight individually con-
trollable 30x30 mm thermoelectric Peltier elements (CP85338). We
actuated them for a total duration of 10 seconds applying a fast
and easily recognizable heating [9] of 3◦𝐶/𝑠𝑒𝑐 until they reached
40◦𝐶 , similar to related experiments (e.g., [50, 58, 62, 74]). We used
additional passive cooling elements as these naturally dissipate
heat without requiring external activation. Their inherent design
ensured improved actuation performances by constant stabilization
of temperature changes and a reliable cool down to the neutral skin
temperature afterward (Figure 2c). To control each actuator, we
connected them to a microcontroller that communicated with our
study application based on the ActuBoard platform [22]. For the
power supply, we used a laboratory power station.

All thermoelectric elements were housed in 3D-printed holders
and affixed to the participant’s arm using Velcro (Figure 2a/b).While
most of themwere placed equidistant with a spacing of 7 cm to their
respective center, we had to account for the anatomy of the arm
and placed the elements on the hand and first lower arm elements
( 𝑡ℎ𝑎𝑛𝑑 and 𝑡𝑙𝑜1) with a distance of 8.5 cm, and both elements
adjacent to the elbow joint with a distance of 11 cm ( 𝑡𝑙𝑜4 and 𝑡𝑢𝑝1).
To accommodate a comparable temperature and to avoid side effects
from clothing [26], we asked for an uncovered arm (communicated
to the participants beforehand).

The VR application was built in Unity and we used an HP Reverb
2 as Head-Mounted Display (HMD). The participants in the virtual
environmentwere embodied by a virtual avatar1, positioned in front
of a virtual desk mirroring the real-world setting (Figure 3a). To en-
hance self-identification [31, 64], adjustments like skin tone or size
could be made to the virtual avatar. Although customizing the vir-
tual avatar’s arm length was generally unnecessary, consistent with
studies indicating that minor deviations in VR go unnoticed [79],
we ensured participants felt represented. If discrepancies emerged,
we adjusted the virtual avatar manually to enhance participants’
sense of representation. The visual cues were rendered as bright
rays representing virtual heat sources at the equivalent locations
as the thermal actuators, displaying them depending on the cur-
rent condition. The questionnaires and self-assertion graph were
shown on two virtual displays in front of the participants after each
condition (Figure 3b/c).

1http://www.makehumancommunity.org/

http://www.makehumancommunity.org/


CHI ’24, May 11–16, 2024, Honolulu, HI, USA Günther, et al.

Figure 3: Virtual Reality (VR) perspective of the study depicting (a) a visual cue on the virtual avatar during actuation. (b) and
(c) show the questionnaire after each condition, including the self-assertion graph.

3.3.1 Safety. To avoid excessive temperatures [28, 29] that could
trigger nociceptors [65] or be harmful, we limited the maximum
voltage and current of the thermal actuators using a laboratory
power supply. All thermal elements were regularly inspected for
correct functionality using a contact thermometer. Additional hard-
and software switches were available for instant shutdowns. None
of these emergency measures had to be activated during the study.

3.4 Procedure
Before the study. Participants werewelcomed and informed about

the procedure and safety in advance. They were briefed that they
would feel thermal stimuli on their arm, without disclosing the
exact number and locations. After answering potential questions
and giving them the option to terminate the study at any point
without providing reasons, we asked the participants to declare
their willingness to conduct the study by signing an informed
consent form. Once ready, the experimenter assisted in putting on
the HMD and attached the thermal actuators to the unclothed arm,
which were manually inspected by the experimenter beforehand.
Therefore, a contact thermometer was used to verify the proper
functionality of each Peltier element.

During the study. Participants were shown a virtual heat source
per condition. Concurrently, one location on their arm was ther-
mally actuated. Both stimuli were removed afterward and partic-
ipants were asked to answer our questionnaire, including a self-
assessment at which location they perceived the thermal stimulus,
the confidence in their decision, the degree to which the thermal
stimulus matched the visual cue, as well as the perceived degree of
temperature and pleasantness of the actuation. Also, participants
were invited to provide verbal feedback at any time, which was
noted down by the experimenter. Once all items had been answered
and participants were ready, the next condition started.

After the study. Participants could take off the HMD and the
experimenter removed the thermal actuators. After that, partici-
pants were asked to fill out the post-questionnaire and complete
a demographics questionnaire. In short debriefing conversations,
participants were enlightened about the actuators and temperature,
and potential further questions were addressed. On average, the
study took 60 minutes per participant.

3.5 Participants
We invited 20 participants (8 female, 12 male) between 21 and 62
years (M=28.25, SD=11.05). Three stated they were proficient VR
users while one said they were a regular user, eight used it a few
times before, and another eight had no VR experience. Besides
snacks and drinks, no compensation was provided.

3.6 Analysis
We performed a non-parametric approach to the analysis of the
participants’ responses using Aligned Rank Transform (ART) pro-
cedure [14, 75] with mixed-effects models (type III Wald F tests with
Kenward-Roger df 2) and further report the partial eta-squared 𝜂2𝑝
as an estimate of the effect size following Cohen’s classification
as small, medium, or large [8]. If we found significant effects, we
used the ART-C method proposed by Elkin et al. [14] for posthoc
tests which has higher statistical power and a reduced inflation of
Type I errors compared to regular t-tests or ART. Significant obser-
vations of thermal locations or visual locations are reported
in the respective results sections together with their median, and
1st and 3rd quartile ratings. The full statistical analysis including
all results and their respective effect sizes (partial eta-square 𝜂2𝑝 for
main effects and Cohen’s 𝑑 for post-hoc tests [8]) can be found in
the supplementary materials.

4 RESULTS
In the following, we analyzed matching and confidence ratings, re-
port accuracy and detection thresholds for thermal stimuli, and
provide perceived temperature, pleasantness ratings, and post-
questionnaire insights.

4.1 Matching and Confidence
4.1.1 Matching Ratings between thermal locations and visual lo-

cations. Participants gave high matching ratings (𝑥 ≥ 5) mainly for
thermal-visual combinations that were not more than one or two
adjacent actuators apart. Directly coincident combinations gener-
ally received the highest ratings (𝑥 ≥ 6), except for the combination
of 𝑡𝑢𝑝2 and 𝑣𝑢𝑝2 (𝑥 = 5). Baseline conditions without thermal or
visual stimuli received the lowest ratings as expected (𝑥 = 1).
2https://cran.r-project.org/web/packages/ARTool/readme/README.html

https://cran.r-project.org/web/packages/ARTool/readme/README.html
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(a) Matching Ratings (b) Confidence Ratings

Figure 4: Heatmaps depicting participants’ median ratings for (a) the matching of thermal and visual stimuli and (b) the
confidence of their localization decisions. The x-axis shows which thermal actuator was active, while the y-axis represents the
visual cue. The white outlined cells highlight the conditions where the visual and thermal locations were identical.

The analysis indicated significant effects for the thermal loca-
tions (𝐹8,1520 = 32.558, 𝑝 < .001, 𝜂2𝑝=.15) with a large effect size .
Post-hoc tests confirmed significant effects for all 𝑡𝑛𝑜 (𝑝 <.001) and
almost all hand contrasts (all 𝑝 <.001 except 𝑡ℎ𝑎𝑛𝑑 - 𝑡𝑢𝑝2, 𝑝 <.01,
and 𝑡ℎ𝑎𝑛𝑑 - 𝑡𝑢𝑝3, 𝑝 >.01). Other significant effects were found for
𝑡𝑙𝑜1- 𝑡𝑢𝑝3 (𝑝 <.05), 𝑡𝑙𝑜2- 𝑡𝑢𝑝3, 𝑡𝑙𝑜3- 𝑡𝑢𝑝3 (both 𝑝 <.01), 𝑡𝑙𝑜4- 𝑡𝑢𝑝2,
𝑡𝑙𝑜4- 𝑡𝑢𝑝3, and 𝑡𝑢𝑝1- 𝑡𝑢𝑝3 (all three 𝑝 <.001).

The analysis also indicated significant effects for the visual lo-
cations (𝐹8,1520 = 36.9334, 𝑝 < .001, 𝜂2𝑝=.16) with a large effect size
. Post-hoc tests confirmed significant effects for all 𝑣𝑛𝑜 (𝑝 <.001)
and all hand contrasts (all 𝑝 <.001 except 𝑣ℎ𝑎𝑛𝑑 - 𝑣𝑙𝑜1, 𝑝 <.01, and
𝑣ℎ𝑎𝑛𝑑 - 𝑣𝑢𝑝3, 𝑝 <.05). Other significant effects were found for 𝑣𝑙𝑜3-
𝑣𝑢𝑝3, 𝑣𝑙𝑜4- 𝑣𝑢𝑝1, 𝑣𝑙𝑜4- 𝑣𝑢𝑝2 (all three 𝑝 <.05), 𝑣𝑙𝑜1- 𝑣𝑙𝑜4, and 𝑣𝑙𝑜4-
𝑣𝑢𝑝3 (both 𝑝 <.001). The analysis found significant interaction ef-
fects between the thermal locations and the visual locations
(𝐹64,1520 = 8.7541, 𝑝 < .001, 𝜂2𝑝=.27) with a large effect size . The
matching descriptives are depicted in Figure 4a.

4.1.2 Confidence in Localization Ratings. Although confidence
ratings don’t directly reflect the ability to locate thermal stimuli, we
were interested in participants’ confidence levels. They consistently
expressed high levels of confidence (𝑥 = 6), regardless of whether
the thermal stimuli and visualizations matched or mismatched.
Notably, the highest confidence (𝑥 = 7) was evident for the hand,
aligning with its increased temperature sensitivity.

The analysis showed significant effects for the thermal loca-
tions (𝐹8,1520 = 17.33, 𝑝 < .001, 𝜂2𝑝=.08) with a medium effect size .
Post-hoc tests confirmed significant effects for the hand (all 𝑝 <.001
except 𝑡ℎ𝑎𝑛𝑑 - 𝑡𝑙𝑜4 𝑝 <.01), and for 𝑡𝑛𝑜 - 𝑡ℎ𝑎𝑛𝑑 , 𝑡𝑛𝑜 - 𝑡𝑙𝑜4, 𝑡𝑛𝑜 - 𝑡𝑢𝑝1,
𝑡𝑙𝑜3- 𝑡𝑙𝑜4 (all 𝑝 <.001), 𝑡𝑛𝑜 - 𝑡𝑙𝑜2, 𝑡𝑙𝑜4- 𝑡𝑢𝑝2 (both 𝑝 <.01), 𝑡𝑙𝑜3- 𝑡𝑢𝑝1,
and 𝑡𝑙𝑜4- 𝑡𝑢𝑝2 (both 𝑝 <.05). We found no significant effects for
the visual locations (𝐹8,1520 = 0.291, 𝑝 > .05, 𝜂2𝑝=.002) and no

interaction effects between the thermal locations and visual
locations (𝐹64,1520 = 1.012, 𝑝 > .05, 𝜂2𝑝=.04) . Figure 4b depicts the
descriptives of the confidence ratings.

4.1.3 Baseline Observations. For both baselines ( 𝑡𝑛𝑜 or 𝑣𝑛𝑜 ) com-
bined with at least one other stimulus, we expected a matching
rating of 1 (non-matching). However, we noticed a divergence in rat-
ings for the combined condition with no applied thermal and visual
stimulus ( 𝑡𝑛𝑜 with 𝑣𝑛𝑜 ). As such, the median rating of 3.5 appears
misleading because participants rated either perfectmatching (7) or
non-matching (1). Moderate ratings indicating conflicting interpre-
tations were absent, which means half of the participants perceived
the absence of stimuli as "matching" (7), while the other half might
have expected sensory input, perceiving it as "non-matching" (1)
because there was nothing to compare them to initially. Despite
individual baseline matching ratings at both extremes (1 and 7),
there still seems to be a general consensus among participants, as
also supported by the high confidence rating (𝑥 = 6).

4.2 Localization Accuracy and Deviations
After observing that high matching ratings (𝑥 ≥ 5) were consis-
tently given within the proximity of one or two adjacent locations,
we wanted to further determine the localization accuracy between
the perceived location of thermal stimuli and actual thermal loca-
tion, in dependency of the visual cues.

Therefore, we calculated the median, first, and third quartile
of all perceived thermal locations. Then, we defined the range as
the difference between the 3rd and 1st quartiles, reflecting the
50% range of all localization decisions. Since the medians may not
always coincide with the actual thermal location with a center
point outside the 1st and 3rd quartiles, we also calculated the offset
for each thermal locations as the difference between the median
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Figure 5: Scatter-Box plot of perceived locations of thermal stimuli, including only data points with high confidence and
matching ratings (𝑥 ≥ 5): (a) shows decisions for all conditions, and (b) only conditions with matching thermal and visual
locations. Crossed points mark thermal actuator positions, boxes depict the 1st and 3rd quartiles of decisions (50% range).

Thermal
Location

actuation-
center

loc. of thermal actuator = loc. of visual cue aggregated over all combinations
Q1 median Q3 50%range offset Q1all medianall Q3all 50%rangeall offsetall

𝑡ℎ𝑎𝑛𝑑 69 67.49 68.23 69.12 1.63 0.77 65.71 67.59 68.71 3 1.41
𝑡𝑙𝑜1 60.5 58.93 61.3 61.82 2.89 0.8 42.7 51.32 61.59 18.89 9.18
𝑡𝑙𝑜2 53.5 46.15 52.53 54.02 7.87 0.97 41.81 44.69 52.87 11.06 8.81
𝑡𝑙𝑜3 46.5 42.07 46.53 47.59 5.52 0.03 35.53 42.09 47 11.47 4.41
𝑡𝑙𝑜4 39.5 39.81 41.01 43.14 3.33 1.51 29.67 40.65 44.25 14.58 1.15
𝑡𝑢𝑝1 28.5 27.59 32.07 37.63 10.04 3.57 27.85 37.91 43.35 15.5 9.41
𝑡𝑢𝑝2 21.5 20.93 24.61 32.58 11.65 3.11 21.05 30.26 41.54 20.49 8.76
𝑡𝑢𝑝3 14.5 12.8 16.28 19.67 6.87 1.78 20.12 29.31 43.49 23.37 14.81

Table 1: The table displays deviations in locating thermal stimuli, considering: (a) matching visual locations, and (b) every
thermal stimulus combined with all visual locations. It presents quartiles, medians, and the total range, denoting the selection
extent for each thermal location that include 50% of all data points. All measurements are in centimeters.

of the perceived and actual thermal location. Only data points
with both, high confidence and matching ratings (𝑥 ≥ 5), were
considered in the analysis to focus on a high authenticity. We listed
all descriptives in Table 1.

Subsequently, we first analyzed the accuracy of locating a ther-
mal stimulus in conditions where the thermal locations were
identical with the visual locations as a ground truth. As expected,
the majority of perceived locations were in closer proximity to the
actual thermal location (Figure 5b). However, while more sensi-
tive areas [49]), i.e. that are closer to the hand and elbow, had only

low deviations (between 1.63 𝑐𝑚 and 3.33 𝑐𝑚), actuations on less
sensitive body parts, i.e., 𝑡𝑙𝑜2, 𝑡𝑙𝑜3, 𝑡𝑢𝑝1, 𝑡𝑢𝑝2, in contrast resulted
in higher deviations of up to 11.65 𝑐𝑚 (cf. Table 1: range).

More interestingly, when conditions where thermal location
and visual location didn’t coincide but still resulted in highmatch-
ing and confidence ratings (𝑥 ≥ 5), we observed a larger variance
in perceived thermal stimulus locations (Figure 5a). Upon closer
examination of the data (cf. Table 1), we noted offsets and selection
ranges increasing by 2-4 times the ground truth, despite partici-
pants’ confidence in their localization abilities. Again, sensitivity
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Figure 6: Distance deviations, represented as violin plots, between perceived and actual locations of the active thermal actuator.
Values within the violins indicate decision accuracy in percentage, the y-axis illustrates aggregated distances in centimeters,
and the x-axis denotes thermal locations. The data only includes data points with high confidence and matching ratings (𝑥 ≥ 5).

played a factor, with the hand still as most accurately localized
thermal location (range: 3.0 𝑐𝑚, offset: 1.41 𝑐𝑚), and the upper
arm the worst (range: 23.37 𝑐𝑚, offset: 14.81 𝑐𝑚). Consequently, the
participants’ accuracy of correctly localizing a thermal stimulus
drops to just 11.1% to 23.9%, with only the hand ( 𝑡ℎ𝑎𝑛𝑑 ) being at
70.0%. Considering a deviation resembling the distance to two adja-
cent actuators of ∓ 15 𝑐𝑚, the accuracy increases to values between
49.1% to 84.0% and 94.0% accuracy, depicted in Figure 6.

4.3 Other Results
4.3.1 Temperature Ratings. Although the actuated temperature
remained consistent across all conditions, participants perceived
variations in temperature. While the majority of temperature
ratings were consistent (𝑥 = 4 or 𝑥 = 5), some thermal locations
were perceived as warmer ( 𝑡ℎ𝑎𝑛𝑑 , 𝑡𝑙𝑜1, 𝑡𝑙𝑜4), suggesting height-
ened sensitivity in these areas which is in line with physiological
research [49]. Comparisons with the no-thermal baseline confirmed
the absence of temperature sensations for all visual cues (𝑥 = 2).
However, in the no-visual baseline, participants perceived differ-
ent temperatures depending on the location of thermal actuation
despite the constant stimulation, again with the hand and around
the elbow having slightly increased temperature ratings, reflecting
higher sensitivity there [49].

Our analysis indicated significant effects for the thermal loca-
tions (𝐹8,1520 = 96.436, 𝑝 < .001, 𝜂2𝑝=.34) with a large effect size
. Post-hoc tests confirmed significant effects for all 𝑡𝑛𝑜 (𝑝 <.001).
Significant effects were also found for 𝑡ℎ𝑎𝑛𝑑 - 𝑡𝑙𝑜1, 𝑡ℎ𝑎𝑛𝑑 - 𝑡𝑙𝑜2 (both
𝑝 <.01), 𝑡𝑙𝑜3- 𝑡𝑢𝑝3 (𝑝 <.05), 𝑡ℎ𝑎𝑛𝑑 - 𝑡𝑙𝑜3, 𝑡ℎ𝑎𝑛𝑑 - 𝑡𝑢𝑝2, 𝑡ℎ𝑎𝑛𝑑 - 𝑡𝑢𝑝3,
𝑡𝑙𝑜1- 𝑡𝑢𝑝3, 𝑡𝑙𝑜2- 𝑡𝑢𝑝3, 𝑡𝑙𝑜3- 𝑡𝑙𝑜4, 𝑡𝑙𝑜3- 𝑡𝑢𝑝1, 𝑡𝑙𝑜4- 𝑡𝑢𝑝2, 𝑡𝑙𝑜4- 𝑡𝑢𝑝3,
𝑡𝑢𝑝1- 𝑡𝑢𝑝2, and 𝑡𝑢𝑝1- 𝑡𝑢𝑝3 (all 𝑝 <.001).

There were no significant effects for the visual locations
(𝐹8,1520 = 0.528, 𝑝 > .05, 𝜂2𝑝=.003) and no interaction effects be-
tween the thermal locations and visual locations (𝐹64,1520 =
0.575, 𝑝 > .05, 𝜂2𝑝=.02) found. The descriptives for all conditions
are shown in Figure 7a.

4.3.2 Pleasantness Ratings. Since the actuation temperature was
kept constant, we also expected the perceived pleasantness ratings
on a similar level across all conditions which was confirmed by
the data analysis (𝑥 = 5). The analysis indicated significant effects
for the thermal locations (𝐹8,1520 = 12.95, 𝑝 < .001.06) with a
medium effect size . Post-hoc tests confirmed significant effects for
all 𝑡𝑛𝑜 (all 𝑝 <.001 except 𝑡𝑛𝑜 - 𝑡𝑢𝑝3 with 𝑝 <.05). Further, significant
effects were found for 𝑡ℎ𝑎𝑛𝑑 - 𝑡𝑙𝑜1 (𝑝 <.001), 𝑡ℎ𝑎𝑛𝑑 - 𝑡𝑙𝑜1, 𝑡ℎ𝑎𝑛𝑑 - 𝑡𝑙𝑜1,
𝑡ℎ𝑎𝑛𝑑 - 𝑡𝑙𝑜1 (all three 𝑝 <.01), and 𝑡ℎ𝑎𝑛𝑑 - 𝑡𝑙𝑜1 (𝑝 <.05).

No significant effects for the visual locations(𝐹8,1520 = 0.475,
𝑝 > .05, 𝜂2𝑝=.002) and no interaction effects between the thermal
locations and visual locations (𝐹64,1520 = 0.825, 𝑝 > .05,𝜂2𝑝=.03)
were found. Descriptives are depicted in Figure 7b.

4.3.3 Post-Questionnaire Results. The post-questionnaire con-
firmed the high confidence ratings of participants in locating ther-
mal stimuli (𝑥 = 5 [𝑄1 = 5,𝑄3 = 6]) despite the actual low decision
accuracy (cf. Section 4.2). Participants further rated both, the appro-
priateness of the thermal actuations (𝑥 = 6 [𝑄1 = 4.75,𝑄3 = 7]) and
level of enjoyment (𝑥 = 6 [𝑄1 = 4, 𝑄3 = 6.25]) as high. Similarly,
the general pleasantness of the applied thermal stimuli was also
rated high, although the distribution of the ratings was much more
spread out (𝑥 = 5 [𝑄1 = 3.75, 𝑄3 = 6]). The responses are depicted
in Figure 8.

4.3.4 Subjective Feedback. During the experiment and in our post-
questionnaire, we asked for qualitative feedback. Many appreci-
ated the idea of having thermal feedback that was slightly warm,
mostly describing it as comfortable. In particular, first-time VR
users expressed their enjoyment of the overall experiment. Some
participants found the alignment task between visual and thermal
cues engaging and were intrigued when they felt a visual cue and
thermal stimulus matched - even though unknown to participants,
both might not coincide -, supporting the measured data showing a
high decision confidence. Typically, the temperature was described
as pleasant and satisfying, akin to a warm touch. However, some
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(a) Perceived Temperature Rating (b) Pleasantness Ratings

Figure 7: Heatmaps depicting participants’ median ratings for (a) perceived temperature and (b) actuation pleasantness. The
x-axis shows which thermal actuator was active, while the y-axis represents the active visual cue. The white diagonals highlight
the conditions where the visual and thermal locations were identical.

participants voiced discomfort when they had the impression the
temperature would get too warm, even though the temperature
remained the same for all conditions. Towards the end, a few partic-
ipants reported difficulty distinguishing the sensations that might
occur due to residual warmth between conditions, which would
be in alignment with related work [10, 21, 34]. One participant
interestingly reported an unfamiliar sensation akin to goosebumps
when only a specific portion of their lower arm was heated but
could not describe it further.

5 DISCUSSION
Our experiment confirmed the difficulties in locating thermal stim-
uli, particularly when disconnected from the real world and shown
virtual heat sources in VR. In particular, our results showed that par-
ticipants had limited accuracy in locating thermal stimuli, despite
having high confidence in their decisions.

While the discrepancy in locating thermal stimuli was already
off by a few centimeters when the visual location was equal
to a thermal location, the participants’ ability to accurately lo-
cate the thermal stimuli was low. More precisely, we found that
only actuations on the hand could be reliably located, which would
match the hand’s higher temperature sensitivity [49]. However, the
accuracy on the lower and upper arms was largely affected by the
depicted visual cues in VR with already low localization accuracies
during congruent conditions, but even lower when the visual lo-
cation did not coincide with the thermal location. However,
despite being off by several magnitudes, the high matching ratings
combined with the high confidence of participants’ decisions sup-
ported the hypothesis that authentic thermal feedback could be still
maintained.

5.1 Recommendation for Number of Actuators
Based on our findings, we recommend deploying one thermal actu-
ator on the lower arm, upper arm, and hand each. Despite notable
discrepancies in the participants’ ability to accurately locate ther-
mal stimuli, the high matching ratings and confidence levels in their
decisions indicate that an authentic thermal feedback experience
can still be maintained. The effectiveness of thermal feedback is
particularly prominent on the hand, attributed to its higher tem-
perature sensitivity, always requiring an actuator on its own. In
contrast, the lower and upper arms’ accuracy is notably lower and
strongly influenced by depicted visual cues in VR, leading to lower
localization accuracies. For these two, participants could typically
distinguish if the lower or upper arm was actuated, emphasizing
the necessity for one additional actuator on each part of the arm.

Since our experiment was conducted as lab-study where partic-
ipants had to focus on the thermal and visual stimuli, we expect
that real-world applications outside the lab exhibit even lower ac-
curacy in locating thermal stimuli, as participants would typically
focus on an interactive objective rather than the localization aspect.
However, further studies are needed to confirm this assumption.

5.2 Implications for Future Thermal Devices
The findings of our experiment complement existing research on
thermal feedback and temperature perception. On one side, phys-
iological studies have already shown the inherent inaccuracies
in thermal perception due to different sensitivities [19, 49, 67],
spatial summations [21, 55], and complexity of thermal percep-
tion [9, 34]. In VR, on the other side, we have the ability to inten-
tionally introduce discrepancies between the virtual and physical
worlds, allowing for behaviors that deviate from strict physical
accuracy [4, 23, 24, 38]. For example, prior research by Kocur et
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Figure 8: The participants’ post-questionnaire responses depicting (1) their overall confidence in their localization decisions, (2)
the appropriateness of the applied temperature, (3) their enjoyment impression of thermal feedback, and (4) the pleasantness
of the applied thermal stimuli on Likert scales.

al. [41] and others [16, 36, 69, 71], demonstrated the manipulation
of temperature expectations and changes in body temperature just
by changing the visual appearances of objects or the environment
without any thermal feedback. Other work, such as from Balcer
et al. [4] and Günther et al. [23], highlighted that the perceived
temperature is primarily influenced by the applied thermal stimuli,
with fewer effects coming from the visuals. Whereas in our study,
visual cues in VR were again a driving factor by influencing the
accuracy of locating physical thermal stimuli, making it challenging
for users to precisely locate physical heat sources.

Together, these findings provide valuable guidance for the design
of future haptic devices aimed at improving efficiency and reduc-
ing hardware size. Firstly, the reduced reliance on precise thermal
accuracy may allow for fewer thermal actuators, potentially stream-
lining device design. Secondly, the ability to manipulate perceived
intensity, immersion, and comfort through congruent and incon-
gruent thermal stimuli and visual cues offers new possibilities for
enhancing user experience. Consequently, these implications sug-
gest reduced device complexity and power consumption, ultimately
leading to fewer constraints and improved wearability, especially
in highly dynamic VR applications.

6 LIMITATIONS AND FUTUREWORK
In our experiment, we chose to test only the left arm to ensure
better control over experimental conditions. While individuals may
possess greater skill with their other arm, the equal distribution of
thermoceptors in both arms, combined with our fixed-arm setup,
helped mitigate potential differences.

Further, while our experiment focused on the actuation of the
arm, we believe that the overarching implications are also applica-
ble to other body parts. Yet, further studies are needed to get the
accurate thresholds for a better understanding of where actuators
are required for authentic feedback, based on the sensitivity of dif-
ferent body parts [19, 49]. In addition, while the same temperature
was applied across all conditions, participants sometimes perceived
the stimuli as different levels of warmth. As such, further studies
that also apply different temperatures are necessary to understand
to which degree the temperature perception in VR is affected. Par-
ticularly, cold stimuli have to be investigated as well since they rely
on other cutaneous receptors than warm stimuli [9, 35] and are
typically perceived as more intense [67].

With regard to our study, we focused on a controlled lab ex-
periment. Thereby, we limited the visual cues to basic light rays
resembling the radiation of a heat source that was mostly static and
did not pose any interactivity. Also, the whole setup was fixed at a
stationary desktop to mitigate confounding effects from physical
activity. However, outside the lab, VR is typically highly engaging
and requires a lot of motion that might directly affect the body
temperature. Combined with an increased focus on the VR activity
rather than localizing a thermal stimulus, we further expect that the
accuracy is even less pronounced than in our experiment. However,
further studies have to be conducted. Likewise, our study was con-
ducted with a number of 20 participants that allowed us to identify
the aforementioned significant effects. Yet, a larger number of indi-
viduals taking part in such a study likely yield more pronounced
accuracies, potentially with reduced effect sizes.

Additionally, when looking into the matching ratings for the
baseline condition with no thermal and visual stimulus combined,
we found discrepancies in what participants rated as matching
or non-matching. While some participants felt that a combined
absence of stimuli is matching, others interpreted this as non-
matching. In this context, this raises the question of whether "match-
ing" even applies when there’s nothing to compare on both sides
in the first place. In essence, without objects or attributes present,
the concept of "matching" may not be applicable.

7 CONCLUSION
In this work, we contributed the findings of a controlled experiment
with 20 participants assessing the accuracy of localizing physical
thermal stimuli on the arm while being shown visual cues in the
form of virtual heat sources in VR. As a result, we found that the
accuracy is significantly affected by the location of the visual cues
since both, congruent and incongruent stimuli, were inaccurately
localized at largely deviating positions, even though participants
perceived it as a matching sensation and were highly confident in
their decisions. Our research, thereby, highlights actuation thresh-
olds in situations where participants are in direct contact with
virtual heat sources, for example, when touching virtual objects
or engaging with others through hugs, grasping, etc., to maintain
a realistic virtual experience. Additionally, our findings provide
valuable insights to inform the design of future thermal feedback,
supporting less specialized, smaller, and more efficient devices.
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